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Abstract

This paper introduces a technique to identify require-
ments discordances among stakeholders. This technique is
validated in experiments. An extended version of the goal-
oriented requirements elicitation method, termed AGORA
(Attributed Goal-Oriented Analysis), and its supporting
tool are used. Two types of requirements discordances
among stakeholders are defined: the first arises from the
different interpretations by the stakeholders and the second
is the result of different evaluations of preferences. Discor-
dances are detected by the preference matrices in AGORA.
Each preference matrix represents both preferences of each
stakeholder and the estimated preferences of other stake-
holders. A supporting tool for the AGORA method was de-
veloped. This tool is a groupware that seamlessly combines
face-to-face meetings for goal elicitation and distributed
individual sessions for scoring preference values. The ex-
perimental results showed that the proposed classification
of discordances was sound and that the occurrences of the
requirements discordances could be detected by preference
matrices.

Keywords: Requirements Elicitation, Goal-Oriented
Analysis, Requirements Discordances.

1 Introduction

In order to efficiently develop high-quality software,
the elicitation of all potential software requirements of
the stakeholders is necessary. Several methods and tech-
niques for supporting requirements elicitation such as goal-
oriented analysis [1] and scenario analysis [2, 3, 4] have
been developed and implemented. Several successful case
studies that assess these methods and techniques have been

reported [5]. The tasks involved in requirements elicitation
are essentially collaborative, i.e., various stakeholders par-
ticipate in these tasks, and it is necessary to obtain all the
potential requirements from the stakeholders. In order to
realize high-quality requirements specification, mutual un-
derstanding and agreement among stakeholders regarding
the elicited requirements are indispensable. However, in
several practical requirements elicitation processes, the mu-
tual understanding and agreement among stakeholders are
observed to be insufficient, because the knowledge and/or
interests of stakeholders differ with respect to the system to
be developed.

Consider a simple example of a conflict in stakehold-
ers’ interests. While a customer desires a high-performance
product that has multiple functions but a low price, the de-
velopers prefer an expensive product that requires less de-
velopment efforts. In this example, the stakeholders exhibit
varying evaluations of the preferences of the requirements.
Based on the evaluation criteria of “cost” (payment), the
customer has a higher preference for low cost, while the
developers do not prefer a product with a low price. Such
contrasting preferences lead to conflicts in the elicited re-
quirements. With regard to the conflicts of stakeholders’ in-
terests based on their requirements, several projects where
the conflicts in quality requirements resulted in serious fail-
ures have been reported [6].

In the above-mentioned case, stakeholders have differ-
ent preferences for an elicited requirement. A different is-
sue arises due to stakeholders’ understanding of an elicited
requirement. Since a stakeholder’s knowledge may differ
from that of others, he may sometimes not understand or
may misunderstand the requirement that other stakeholders
specify. This also leads to low-quality requirements elici-
tation. Such a misunderstanding of requirements should be
detected and resolved while the tasks involved in require-
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ments elicitation are being performed.
In this paper, we focus on the conflicts of interests and

the misunderstandings that occur with respect to a require-
ment, and we term these as requirements discordances. We
cannot detect discordances without the participation of the
stakeholders in the requirements elicitation processes, i.e.,
stakeholder participatory processes are essential for elicit-
ing requirements without discordances. To elaborate, the
detection is not possible until a stakeholder conveys his
opinion and understanding of the requirement to the other
stakeholders. Therefore, the tool for supporting discor-
dance detection can be considered to be a type of group-
ware tool, which enables a stakeholder to clearly commu-
nicate his intent to others, and it should be used in require-
ments elicitation processes. EasyWinWin is a groupware
tool for requirements elicitation whose practical usage has
been reported [7]. However, its goal is to support negoti-
ation among stakeholders after requirements discordances
are detected, and not to support discordance detection.

In this paper, we propose a technique to detect discor-
dances while performing the requirements elicitation tasks.
To elaborate, we discuss the technique to detect both re-
quirements misunderstandings arising from the different
interpretations by stakeholders and requirements conflicts
arising from stakeholders’ varying evaluations of the pref-
erences. We adopt the extended version of a family of goal-
oriented analyses techniques [8, 5, 9] referred to as AGORA
(Attributed Goal Oriented Requirements Analysis), which
provides syntactic constructs for attaching attribute values
to a goal graph in order to evaluate the quality of the re-
quirements [10]. In this approach, each stakeholder can at-
tach his preference value and the estimated preference val-
ues of other stakeholders to the elicited goals. The variance
of the preference values of the stakeholders enables us to
detect the discordances resulting from a misunderstanding
of goals and conflicts of interests among stakeholders.

In order to develop a supporting tool based on our ap-
proach, we consider the manner in which the stakeholders
should collaborate with each other in such processes. A
face-to-face session in the presence of a facilitator is prefer-
able in order to elicit goals and develop a goal graph, while
the activities for grading the preference values to the elicited
goals are a part of distributed individual tasks. Thus, we re-
quire a groupware tool that seamlessly supports these two
different types of collaborative activities [11]. In this paper,
we report the development of a supporting tool for AGORA.
This tool is considered to be a groupware tool, and we as-
sess it using three different case studies.

This paper is organized as follows. In the next section,
we discuss and clarify requirements discordances. Section
3 is a brief introduction to AGORA based on [10], which
addresses the detection of the occurrence of discordances.
We also discuss how the variance of preference values at-

tached to a goal graph can reveal the types of requirements
discordances, i.e., misunderstanding of goals and conflicts
of interests. In section 4, we illustrate a supporting tool for
AGORA, which is used in the case studies mentioned in
section 5. Section 5 presents the experimental results and
findings obtained from the three case studies that detect the
occurrence of requirements discordances by using AGORA
and the supporting tool. Sections 6 and 7 present related
works and concluding remarks, respectively.

2 Discordance among Stakeholders

2.1 Characteristics of Discordances

This section first discusses the relationships among re-
quirements regarding the different views that stakeholders
potentially may have. We also provide a definition of re-
quirements discordances in terms of misunderstandings and
conflicts of interest. Finally, we discuss how we can detect
discordances.

Figure 1 shows three possible problems that may occur
when two stakeholders have separate views on the same re-
quirement. These three problems may be described subse-
quently as follows:

Stakeholder A Stakeholder B

requirement

Missing

requirement
meaning

Inconsistent

requirement

Discordant
under-
standing

different requirement

requirement
evaluation

Stakeholder A Stakeholder B

requirement

Missing

requirement
meaning

Inconsistent

requirement

Discordant
under-
standing

different requirement

requirement
evaluation

Figure 1. Problems from Two Stakeholders’
Views

1. Missing : Stakeholder A has a requirement, while
stakeholder B does not. The two stakeholders can
detect the missing requirements if stakeholder A dis-
closes all his requirements. The viewpoint approach
can be used to detect the location of missing require-
ments [12].
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2. Inconsistent: Although both stakeholders A and B
have a requirement with regard to an item, A’s require-
ment is inconsistent with that of B. For example, for
the item “the color of the button,” stakeholder A re-
quires that “the color of the button should be red,”
while B requires that “the color of the button should
be blue.” These requirements of the stakeholders are
inconsistent. The technique to detect such an inconsis-
tency regarding multiple requirements, which are rep-
resented using graphs, by employing a graph match-
ing algorithm is discussed in [13]. In [14], a require-
ments specification is defined using a state transition
machine, and inconsistencies between two state transi-
tion machines are formalized using multi-valued logic.

3. Discordant: There are two cases. (1) Two stakeholders
may interpret a requirement differently and (2) their
evaluation of preferences of the requirement may dif-
fer. We refer to the former type of discordance as
discordance in interpretation and the latter as discor-
dance in evaluation. For example, suppose that a re-
quirement “data exchange should be secure,” exists.
Two engineers X and Y are the stakeholders. Engi-
neer X is aware of a cheap COTS for secure commu-
nication, while engineer Y is not. In such a situation,
X would consider it easy to satisfy the requirement,
while Y would consider it difficult to implement this
functionality from scratch. Thus, X evaluates this re-
quirement to be more preferable but Y does not. This
is an example of a discordance in evaluation arising
from knowledge gap between X and Y.

As mentioned above, many approaches have been re-
ported in literature in order to resolve the issues in cate-
gories 1 and 2. However, to the best of our knowledge, the
issues in category 3 have not been addressed, although dis-
cordance is a critical problem in requirements elicitation.
In this paper, we focus on the issue of discordance among
stakeholders, and on the technique to detect discordance in
particular. The technique allows us to overcome the prob-
lems of mutual understanding and agreement for each re-
quirement.

We now consider the mechanism of the occurrence of
discordances. Figure 2 depicts a model that explains the
reason for the occurrence of discordances from the view-
point of stakeholders’ communication of their requirements,
in particular, from the viewpoint of a stakeholder receiving
a requirement and his thought process. When a stakeholder
receives a requirement from another stakeholder, he inter-
prets and understands it based on his underlying knowledge.
The case wherein his understanding is different from that of
the other stakeholders is described in case (1) above. There-
fore, he has an interpretation that is different from that of
others. Subsequent to understanding the requirement, the
stakeholder evaluates it. Case (2), i.e., different evaluation

Requirements Understanding
Interpret Evaluate

Stakeholder’s Thought Process

(1) (2)

EvaluationRequirements Understanding
Interpret Evaluate

Stakeholder’s Thought Process

(1) (2)

Evaluation

Figure 2. Thought Process of a Stakeholder

of preferences, may occur if he has a different evaluation
mechanism although his understanding of the requirements
is identical to that of the other stakeholders.

2.2 A Method to Detect Discordances

It is necessary to detect discordances in interpretation
and evaluation. In order to detect these discordances, infor-
mation regarding the stakeholders’ understanding and eval-
uation of a given requirement should be gathered, and this
information should be capable of being processed by a com-
puter. Our approach uses a scoring technique to express the
information regarding the understanding and evaluation of
requirements. We revert to Figure 2 and assume that the two
stakeholders A and B understand a requirement and evalu-
ate it. Each stakeholder is allowed to assign a score to his
evaluation result of the requirement. These evaluation re-
sults are then compared. If A’s evaluation result differs from
that of B, we assume that there exists a discordance in eval-
uation of the requirement between the two stakeholders. In
other words, stakeholders A and B have a conflict of interest
on the requirement.

We now aim to detect discordances in interpretation be-
tween A and B. The evaluation result depends on the “un-
derstanding” as well as on which stakeholder’s preference
is evaluated, as shown in Figure 2. Figure 3 demonstrates
the basic idea for detecting discordances in interpretation.
We assume that stakeholder A can estimate the preference
degree not only for himself but also for B. If A’s “under-
standing” of the requirement is different from that of B, the
preference degree of B as estimated by A would be differ-
ent from the degree that B would assign for himself. Since
A’s understanding is different from that of B, the evalua-
tion result obtained by A should be discordant from that
obtained by B. The occurrence of discordances in interpre-
tation suggests that some stakeholders may misunderstand
a requirement.

In order to detect discordances, each stakeholder is asked
to grade a preference value for a requirement by applying
the AGORA approach, which will be explained in detail in
the next section.
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Figure 3. Detecting Discordances in Interpretation
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Figure 4. An Example of a Goal Graph in
AGORA

3 Attributed Goal Oriented Requirements
Analysis

3.1 Overview of AGORA

AGORA is an extended version of the goal-oriented re-
quirements analysis method. Goal graphs are constructed
in AGORA, in a manner that is similar to that followed in
other goal-oriented methods as shown in Figure 4. Two at-
tribute values, namely contribution values and preference
matrices, are introduced in order to enhance requirements
analysis using AGORA.

An analyst attaches contribution values and preference
values to the edges and nodes of a goal graph, respectively,
during the process of refining and decomposing the goals.
The contribution value of an edge indicates the degree of

contribution of a sub-goal to the achievement of its parent
goal, while the preference matrix of a goal represents the
preference of each stakeholder for the goal. These values
can aid an analyst in selecting and adopting a goal from
various alternative goals, recognizing conflicts between the
goals, and analyzing the impact of changes in requirements.

According to [10], the values in a preference matrix sug-
gest the occurrences of requirements discordances, there-
fore, a detailed explanation of the preference matrices will
be presented. A preference matrix is attached to a goal, and
the matrix indicates the degree of preference of each stake-
holder for a goal. Each value assumes an integer between
−10 and 10. Each stakeholder not only assigns a preference
value for himself but also estimates the preference values
for other stakeholders. Hence, the preference for a goal is
represented in the form of a matrix. Each stakeholder esti-
mates the preferences of other stakeholders by using prefer-
ence matrices. This allows him to attain a greater awareness
of the thought process of other stakeholders, and it aids the
stakeholders’ understanding of each other.

Figure 5 shows an example of a preference matrix. In
this example, three stakeholders, a customer (C), an admin-
istrator (A) and a developer (D), participate in a require-
ments elicitation phase and estimate their preference values.
Each value along the diagonal of the matrix, 8, 10, and 0,
is the preference value that a stakeholder estimates for him-
self. The values in the first row of the matrix are attached by
the customer. The customer estimates the preference values
for himself, the administrator, and the developer as 8, −7,
and 0, respectively. The stakeholder can attach the rationale
for each preference value to the value itself.

In the face-to-face sessions involved in AGORA, a goal
graph is constructed with the consent of all the participants,
and their opinions are reflected in the graph. Therefore,
omission of requirements can be avoided to the maximum
possible extent.
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Figure 5. An Example of a Preference Matrix

3.2 A Method to Detect Requirements Discor-
dances using AGORA

As mentioned above, our goal is to identify two types of
discordances among stakeholders, namely, “different inter-
pretation” and “different evaluation of preference.” We now
demonstrate how preference matrices can be used to detect
the occurrences of these discordances.

We first demonstrate the matrices can be used to detect
the occurrences of varying interpretations. In order to iden-
tify these discordances by a preference matrix, we use the
variances of each column of the matrix. These variances are
referred to the vertical variance of a preference matrix. If
the variance is zero or sufficiently low, we may assume that
the stakeholders share a mutual understanding and a con-
sensus regarding the goal. On the other hand, if the variance
is sufficiently high, we may assume that some stakeholder’s
interpretation differs from that of the others because the
grading of the preferences has been done for the same re-
quirement and for the same stakeholder. In the example
preference matrix in Figure 5, which is attached to the goal
“Identification via return of E-mail” shown in Figure 4, an
administrator assigned a value 10 to the goal. However, the
developer estimated that the preference of the administrator
for the goal was −10. It should be noted that both attached
their rationale for assigning these values. This large differ-
ence suggests that the stakeholders have different interpre-
tations. An administrator who assigned the value 10 may
have a different interpretation from that of a customer and a
developer who assigned the values of −7 and −10, respec-
tively. The vertical elements include both a positive and a
negative value. The calculation of the statistical variance of
−7, 10 and −10 yields 116.3, which appears to be rather
high. Furthermore the vertical elements corresponding to
the customer are 8, 10 and 5, and are all positive values
that appear to have a relatively low variance. Similarly, the
variance for the developer is not very high. Based on this
variance, we could conclude that the varying interpretations
resulted from the administrator’s view. As shown in Figure
4, the attached rationales reveal that the administrator con-
sidered automated return of E-mail for user identification
while the developer considered manual return of E-mail. A
combination of the preference matrices and rationales are
helpful in recognizing and resolving the varying interpreta-
tions of goals.

In particular, a preference matrix is said to have vertical
conflict(s) if both negative and positive preference values
are attached in the same column. For example, the prefer-
ence matrix in Figure 5 has a vertical conflict in the second
column. We may assume that the stakeholders have dif-
ferent interpretations of a goal that has a preference matrix
with vertical conflict(s).

Next, we demonstrate how preference matrices may be
used to detect the occurrences of different evaluations.
Since the preference matrix includes the preference degrees
for each stakeholder, we can identify the occurrences of dif-
ferent evaluations of preferences, by examining the variance
of the diagonal elements of the matrix. These variance are
referred to the diagonal variances of a preference matrix.
For example, the preference matrix on the left-hand side
of Figure 4, which is attached to the goal “No identifica-
tion,” has three diagonal elements: −5, −5 and 10. The
customer assigned his preference value as −5, while the
developer assigned his preference value as 10. This im-
plies that the adoption of this goal is not preferred by the
customer, whereas the developer prefers it. In particular, a
preference matrix is said to have a diagonal conflict if both
negative and positive preference values are attached along
the diagonal of the matrix. In the example of the goal “No
identification” in Figure 4, we may assume that as compared
with the developer, the customer and administrator had dif-
ferent evaluation of the preference for the goal, because the
matrix attached to the goal has a diagonal conflict (the di-
agonal elements are −5, −5, and 10).

4 Supporting Tools

4.1 AGORA Supporting Tool

An AGORA supporting tool is used to input and edit goal
graphs and attribute values. It may appear similar to a DAG
(Direct-Acyclic Graph) editor. Both stakeholders and ana-
lysts can use the AGORA editor to input and to edit their
preference matrices in particular. Figure 6 is a screenshot
of the AGORA editor. This example was used in the ex-
periments that will be described in the next section and in
requirements elicitation for a management system for those
who graduated from the same university, i.e., members of
a certain alumni association. The system to be developed
includes supports for automatic input of personal informa-
tion and for sending-out bulletin kits, e.g., printing mail ad-
dresses of the members on envelopes to be sent out. As
shown in the figure, a screen consists of two parts: the left
part is a viewer for browsing a goal graph being constructed
and the right part is used for input and editing the descrip-
tion of a goal and its attached attribute values, such as con-
tribution values and preference matrices. In the left part, the
goal graph is displayed as nested and indented text, but not
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as a two-dimensional visual graphic. The text denotes the
goal label. For example, “Printing address seals for over-
seas member,” which appears highlighted since it has been
selected by the analyst, is associated with the goal as a la-
bel. The analyst can input and edit a goal label using the
“Caption” field on the right part of the screen. A detailed
explanation on the goal may be provided in the field “De-
scription.” The rationale for creating the goal and assigning
the attribute values can be provided in this field.

The nesting of text in the left part of the figure repre-
sents sub-goal relationship in the goal graph, and the nested
text is a sub-goal of the text placed above it. In the ex-
ample shown in the figure, the goal “Managing a name list
of alumni association,” which is the top goal, has 14 direct
sub-goals in the browser. “Automatically putting a ZIP code
on inputting...” and “Identifying the member himself...” are
examples of its sub-goals. This form of representation can
only be used to define a tree structure. In order to repre-
sent a graph structure, we can add links denoting sub-goal
relationships between different lines of text on the browser.
The analyst clicks on a source goal and a destination goal in
the browser after clicking on the “Make Link” button in the
command menu on the second line of the screen.

The right part of Figure 6 includes the preference matrix
of the goal, and the analyst can input and edit the prefer-
ence values in the matrix. In this example, there are three
stakeholders: a user (shortened to “Use...” on the screen),
a developer (“Dev...”) and a member of the alumni associa-
tion (“Mem...”). The background of the second column of
the matrix appears grayed to indicate that a vertical conflict
occurs. In this example, the user estimated that the devel-
oper would prefer to implement the goal “Printing address
seals...,” whereas the alumni member assumed that the de-
veloper would not prefer to implement it. The AGORA tool
detects and displays vertical and/or diagonal conflicts based
on the distribution of the preference values.

4.2 Collaborative Requirements Elicitation by
AGORA

This section describes how the editor can be used in col-
laborative tasks. In a requirements elicitation task using the
AGORA method, a facilitator and the stakeholders perform
the task in a face-to-face session. Figure 7 is a snapshot
of the collaborative requirements elicitation task using the
AGORA editor.

Each participant uses a computer connected to a LAN,
and the facilitator’s computer is connected to a projector to
enable all of the stakeholders to view his computer screen.
An AGORA editor runs independently and concurrently on
the participants’ computers. In the snapshot, the person
seated near the bottom left corner of the projector screen is
the facilitator and his AGORA editor screen is being pro-

Figure 7. A Snapshot of a Collaborative Re-
quirements Elicitation Task

jected. The facilitator encourages discussion among the
stakeholders and interviews them in order to construct a
goal graph. The facilitator alone can input and edit the goal
graph using his AGORA editor and may have a secretary
to assist in the inputting and editing of the goal graph. On
the other hand, each stakeholder can input and edit only the
preference values assigned by him through his computer. A
stakeholder cannot view the preference values assigned by
the other stakeholders. In other words, each AGORA edi-
tor has been customized such that each stakeholder can view
and input only his own preference values. To summarize, all
participants can view the goal graph, but a facilitator alone
can update it. A stakeholder cannot view the preference val-
ues assigned by other stakeholders. The facilitator can view
all preference matrices, but cannot update them.

As shown in Figure 8, a collaborative requirements elic-
itation task session comprises two types of sub-tasks: a co-
operative task and a distributed individual task. In the coop-
erative task, the facilitator interviews the stakeholders and
constructs a goal graph using his AGORA editor. The graph
is projected onto the projector screen, as shown in Figure
7, and the stakeholders can observe it being constructed.
This encourages the stakeholders to incrementally construct
a goal graph during face-to-face discussions. The stake-
holders can also view the goal graph through their AGORA
editors. The goal graph is constructed with the consensus
of all participants.

After completing the construction task, the facilitator
distributes the graph and encourages the stakeholders to in-
put their preference values through their AGORA editors.
In Figure 8, the arrow labeled “1” between the facilitator
and the stakeholders indicates that the stakeholders receive
the goal graph. At this point, as the preferences begin to be
graded by the stakeholders, the session shifts from a cooper-
ative task to a distributed individual task. In this distributed
individual task, a stakeholder is unaware of the preference
values assigned by the other stakeholders and cannot dis-
cuss how to grade the goals. For example, stakeholder S4
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Figure 6. A Snapshot of a Screen in an AGORA tool

assigns preference values of 6, −5, −4, and 5 to goal D,
and based on these values, he assumes that S2 and S3 are
not satisfied if goal D is implemented. He is not permitted
to discuss this scoring with the other stakeholders S1, S2,
and S3.

After the grading of the goals is completed, the facil-
itator’s AGORA editor automatically collects and merges
the preference values. The arrow labeled “2” in Figure 8
denotes this process of collecting the preference matrices.
The AGORA editor also detects the vertical and/or diagonal
conflicts by examining whether positive and negative values
are both present in a vertical and/or diagonal line in each
preference matrix. If the facilitator detects vertical and/or
diagonal conflicts as requirements discordances, he may ini-
tiate a negotiation process in order to resolve these conflicts
or proceed with the evolution of the goal graph (arrow 3 in
Figure 8). These processes are cooperative tasks; thus, our
requirements elicitation task proceeds by interleaving and
iterating through the two types of sub-tasks, namely, co-
operative and distributed individual tasks. The support for
negotiation processes is beyond the scope of this paper.

5 Experimental Analysis

In this section, we describe and discuss experiments to
validate our hypotheses presented in sections 2 and 4.2. To
elaborate, our experiments aim to clarify the followings:

1. The technique described in sections 2.2 and 4.2, i.e.,
the use of preference matrices in AGORA to detect re-
quirements discordances

2. The validity of the classification of the discordances
mentioned in section 2.1, i.e., “different interpreta-
tions” and “different evaluation”

We also explore the other types of requirements dis-
cordances if any.

In the subsequent sub-sections, we present our experi-
mental procedure, results, and discussions of the results.

5.1 Experimental Procedure

In our experiments, we adopt a collaborative require-
ments elicitation technique by using AGORA, as stated in
section 4.2. After the elicitation processes, we extract the
occurrences of vertical and diagonal conflicts from the re-
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Figure 8. Requirements Elicitation Meeting using an AGORA Tool

sulting goal graphs, and conduct a more detailed examina-
tion of their characteristics and causes in order to determine
whether they are truely discordances.

As stated in sections 2.2 and 4.2, we may assume that in
a goal graph, requirements discordances occur at the nodes
that have vertical or diagonal conflicts in their preference
matrices. Since our classification is based on the reasons for
the occurrences of discordances, we focus on these nodes
and identify the reasons for stakeholders assigning conflict-
ing values in the matrices. We can decide whether discor-
dances occur at a node by analyzing the identified causes.
Furthermore, we determine whether the identified cause re-
sults from different interpretations or different evaluations
and classify the occurrences of discordances accordingly.

[Problems and subjects]
In order to effectively perform the experiments, we should
carefully select the problems to be analyzed and the stake-
holders who are to be the subjects of the experiments that
discordances occur frequently. In addition, the stakehold-
ers selected as the subjects should not have any political
or personal relationships with each other that prevent fair
discussions during the elicitation processes. In particular,
the facilitator in the experiments should be carefully chosen
such that he does not bias the construction of goal graphs or
scoring of preference matrices.

Table 1 lists the contents of the experiments. In exper-
iments 2 and 3, the customers and users had little knowl-
edge of computers but were experts in the problem domains,
i.e., they were extensively involved in their domains. In ex-

periments 2 and 3, we estimated that discordances due to
different interpretations may occur because the knowledge
and experiences of the subjects differed. On the other hand,
in experiment 1, we have chosen a problem wherein some
stakeholders, namely, a teacher and a student, have conflicts
of interests. We consider that this arrangement enables us to
capture more occurrences of discordances of the “different
evaluations” category. In all the experiments, the stakehold-
ers assuming the role of “Developer” had a vast experience
in developing software, particularly web applications.

[Procedure]
The experimental procedure consists of two stages. The
first stage involves performing requirements elicitation pro-
cesses and the second involves analyzing the candidates of
occurrences of discordances, that are detected in the pro-
cesses.

In the first stage, the stakeholders elicit requirements
based on the AGORA approach using the supporting tool.
The facilitator interviews the stakeholders to capture their
requirements, and constructs a goal graph in cooperation
with them during their face-to-face meeting, as shown in
Figure 7. He controls the proceedings of the meeting. The
stakeholders formulate their preference matrices either at
their own discretion or based on the suggestions of the fa-
cilitator. They are permitted to discuss their requirements
and ideas freely but are not allowed to discuss their prefer-
ence values.

The second stage begins after all the AGORA tasks are
completed, i.e., after the preference matrices are scored,
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Table 1. Summary of the 3 Experiments
Experiment No. Stakeholders Contents

1 3: Teacher, Student (as
users), Developer

A supporting system based on the WWW
to facilitate electronic submission of the
papers of lecture assignments

2 3: Administrator (as a
customer & user), Alumni
member (as a user), Devel-
oper

A management system for the list of mem-
bers of an alumni association

3 2: Shop clerk (as a user),
Developer

A supporting system for management of
goods in a supermarket

and a facilitator interviews the stakeholders to determine
whether the goals with vertical and/or diagonal conflicts are
truly discordances and to classify the occurrences of discor-
dances. To elaborate, the facilitator identifies the goals with
vertical and/or diagonal conflicts by using his AGORA ed-
itor. For every candidate of requirements discordances in
each of the identified goals, the facilitator asks the corre-
sponding stakeholders (the providers of the preference val-
ues) regarding their rationale for providing values that re-
sulted in conflicts in order to examine the reasons for the
occurrences of discordances. Subsequently, he classifies the
extracted causes into several categories. All stages, includ-
ing the requirements elicitation stage, are recorded using
video cameras and microphones, and an experiment ana-
lyst other than the facilitator reviews the classification of
the discordances by viewing the recorded proceedings. If
the results obtained by the facilitator and the analyst differ,
they hold discussions to arrive at a consensus. Allocating
two persons to fulfill the role of analyst enables us to obtain
results that are more accurate. Figure 9 illustrates the flow
of the experimental procedure.

Collaborative Requirements Elicitation
using AGORA

Interviews with Stakeholders Process Review

Integrating Results

vertical conflict nodes
diagonal conflicts nodes

categorization 
of real occurrences 
of discordances

recorded
proceedings

Facilitator & Stakeholders

Facilitator
Experiment Analyst

Table 2

Facilitator &
Experiment Analyst

Figure 9. Experimental Procedure

5.2 Experimental Results

Table 2 summarizes the results of the three experiments.
All facilitators classified the occurrences of vertical and di-
agonal conflicts into the following four categories based on
the results of the interviews: misunderstanding goals (a),
different criteria for evaluating goals (b), relative evaluation
(c), and conflicts of interests (D). Although we initially con-
sidered only two categories of requirements discordances,
as shown in Table 2, a new category (b) “different criteria
for evaluating goals” emerged. This is one of the most sig-
nificant findings of these experiments.

There were no significant differences between the classi-
fication of the results obtained by the facilitators and the ex-
periment analysts, and they were able to arrive at a consen-
sus very easily and quickly. All vertical conflicts resulted
from (a), (b), or (c), while conflicts of interests appeared as
diagonal conflicts.

In the problem of “relative evaluation,” which occurred 7
times in experiment 1, as shown in Table 2, the stakeholder
did not clearly understand the meaning of the term “pref-
erence values”. He misinterpreted the preference values to
be relative. In order to explain this concept, we consider
the following situation as an example. Initially, the stake-
holder assigned a low positive value, e.g., 1 to a certain goal;
however, when other goals of its brothers in an OR decom-
position were relatively less preferrable to him, he had to
grade them with lower scores, i.e., less than 1, although he
had a positive preference for these goals. As a result, he
was forced to assign negative values to these goals. These
7 occurrences in experiment 1 resulted due to such situa-
tions, and these may be considered to be unsuccessful in de-
tecting requirements discordances. On the other hand, the
occurrences belonging to categories (a), (b) and (D) were
determined to be discordances by both the facilitators and
experiment analysts.

The following are concrete examples of the discordances
obtained from experiment 2.

1. Misunderstanding goals
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Table 2. Experimental Results
Experiment No. 1 2 3
Time Expired (hours:minutes) 2:45 2:30 1:30
Total number of elicited goals (A) 41 38 20

Vertical Conflicts (B = a + b + c) 16 13 3
misunderstanding goals (a) 2 7 0
different criteria for evaluating goals (b) 7 6 3
relative evaluation (c) 7 0 0
Diagonal Conflicts (Conflicts of Interests) (D) 10 12 4
Requirements Discordances (Req. Discordances) (B + D − c) 19 25 7
% of Req. Discordances of all elicited goals ((B + D − c)/A) 46% 66% 35%
% of Req. Discordance of vertical and diagonal conflicts ((B + D − c)/(B + D)) 73% 100% 100%

The goal “Printing address seals for overseas mem-
bers” corresponds to the function of producing address
seals that are pasted on air-mail envelopes in order to
send letters to overseas members. For this goal, the
developer and administrator of the alumni association
considered printing in English only, while the alumni
member considered the possibility of using other lan-
guages, such as the Thai language, which do not com-
prise the symbols of the English alphabet. The alumni
member had a different perspective because he had
lived in a non-English speaking country. This is a typi-
cal example of different interpretations of goals result-
ing from a knowledge gap.

2. Different criteria for evaluating goals
For the goal “Automatically resize a member list of two
pages into one page,” the alumni member considered
it difficult to automatically resize and re-format a re-
trieved member list to an A4-size page. On the other
hand, the administrator of the alumni association, who
has little knowledge of text processing using a com-
puter, considered it to be easy. Both understood the
goal correctly, i.e., they shared an identical interpreta-
tion of the goal, but their knowledge gap resulted in
vertical conflicts in the preference matrix.

3. Conflicts of interests
The goal “Automatically and periodically investigat-
ing company names and their categories” implies that
the system periodically, e.g., on a monthly basis, ac-
cesses internet search engines to locate the home pages
of relevant companies and mines the company name
and its category from its home page. Although the ad-
ministrator was aware that the implementation of this
goal would be difficult, she expressed a strong prefer-
ence for this function because of the great convenience
it offered. However, the developer did not prefer the
implementation of this goal because it required high-
level techniques for natural language processing and
data mining, and he did not possess the necessary skills

to implement these techniques. This is an example of
stakeholders having different interests.

The contents of Table 2 will be discussed in detail in the
next sub-section.

Although the stakeholders were permitted to provide ma-
trices during the construction of the goals, they provided the
matrices after completing the goal graph in experiments 1
and 2 with encouragement from the facilitator. The detec-
tion of the causes and their classification during the inter-
view stage were performed with the mutual consent of the
stakeholders, and these sessions lasted for approximately 1
hour.

5.3 Discussion

In this sub-section, we primarily discuss the achievement
of our goal based on Table 2 (sections 5.3.1 and 5.3.2). In
our experiments, we demanded that the facilitators do not
play the role of requirements analysts and prohibited them
from guiding the stakeholders in their scoring matrices. In
the section 5.3.3, we discuss the consequences of this re-
striction not being imposed, i.e., the issue on group dynam-
ics. Section 5.3.4, presents issues on the scaling of prefer-
ence values from −10 to 10, closely related to the problem
of “relative evaluation.”

5.3.1 Detecting Requirements Discordance by using
AGORA

As shown in Table 2, in experiment 1, 73% (19/(16 + 10))
of the goals with vertical or diagonal conflicts were actual
requirements discordances. On the other hand, all occur-
rences of vertical or diagonal conflicts in experiments 2 and
3 were actual requirements discordances. Thus we can con-
clude that the preference matrix method in AGORA is able
to detect requirements discordances. However this does not
imply that the AGORA approach is capable of detecting all
the requirements discordances. In this sense, experiments 2
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and 3 resulted in positive true only. Ideally, in order to vali-
date the completeness of our approach, we should have ex-
plored goals that have discordances but do not have vertical
or diagonal conflicts. We should consider another method
to determine whether the AGORA approach overlooked the
actual requirements discordances.

As shown in the table, 46, 66, and 35% of the elicited
goals included requirements discordances taken from exper-
iments 1, 2 and 3, respectively. The presence of this large
number of discordance occurrences might lead to the devel-
opment of software having serious faults. One of the ways
to reduce discordance occurrences is the support in cooper-
ative sessions while constructing goal graphs. We can con-
sider methods to reach a consensus or an agreement in face-
to-face meetings in order to apply our AGORA method.
However, this topic is beyond the scope of this paper and
can be considered as a study for future works.

As mentioned above, we observed that some of the par-
ticipants improperly graded preferences, i.e., “relative eval-
uation,” as shown in Table 2. We had to facilitate their un-
derstanding of our method before starting with the meet-
ings.

5.3.2 Classification of Discordance

On exploring the reasons behind the occurrences of vertical
conflicts, we came upon some interesting findings. Figure
10 summarizes the resulting classification of requirements
discordances and their relationships with vertical and diago-
nal conflicts. In section 2, we divided the requirements dis-
cordances into two categories; the stakeholders have (1) dif-
ferent interpretations and (2) different evaluations of prefer-
ence. The first category of the discordances appeared in the
vertical conflicts as “misunderstanding goals” ((a) in Table
2 and Figure 10).

The second category, “different evaluations of prefer-
ence” can be further divided into two categories; the first
is the case where the stakeholders have different criteria for
evaluating their preferences (b), and the second consists of
stakeholders having differing interests, i.e., conflicts of in-
terests (D). Categories (b) and (D) appeared in the vertical
conflicts and the diagonal ones, respectively, as shown in
Figure 10. The “different evaluation criteria (b)” and “mis-
understanding goals (a)” resulted from the knowledge gaps
among the stakeholders. For example, stakeholders with a
limited knowledge of computers frequently considered that
some of the functions, which were practically difficult to
implement, could be easily implemented. Table 2 shows
that 2 vertical conflicts from experiment 1 arose due to mis-
understanding goals (different interpretation), 7 arose from
different criteria for evaluating goals (b), and all the 10 di-
agonal conflicts appeared to be conflicts of interests (D).

At the end of this sub-section, we discuss the distinctive

features observed among the experiments. Since the stake-
holders in experiment 1 had sufficient knowledge about
web applications, the total number of occurrences of dis-
cordances detected were not as high as those obtained in
experiment 2. (The reason behind experiment 3 having a
smaller number of requirements discordances will be dis-
cussed later.) The conflicts of interests (D) observed in ex-
periment 1 were more than the other types of discordances
and they resulted from actual conflicts between the teacher
and the student. On the other hand, misunderstanding goals
appeared more frequently in experiment 2 than in other ex-
periments since one of the stakeholders (the administrator
of the alumni association) did not have enough knowledge
about computers. Experiment 3 took on a different style
of requirements elicitation. The stakeholders in this exper-
iment discussed goal decomposition and goal contents dur-
ing the task of scoring in the preference matrices. This is
why experiment 3 had fewer occurrences of discordances
despite the stakeholder (store clerk) having little knowledge
of computers. On the contrary, in experiments 1 and 2, the
stakeholders entered the preference values after completion
of the goal graph, i.e., after the discussion on the goals; this
increased the occurrences of requirements discordances. It
can thus be inferred that controlling cooperative tasks (face-
to-face meeting to construct a goal graph) is one of the key
factors in reducing the occurrences of requirements discor-
dances.

5.3.3 Group Dynamics

In these experiments, the facilitators did not provide the
stakeholders with the contents of the goals, but controlled
the flow of their discussions, i.e., suggested the goals that
were to be discussed. Only the stakeholders discussed the
goals and the goal graph. The facilitator asked the stake-
holders if they could determine which points under discus-
sion were sub-goals and correspondingly their parent goals.
In addition, the facilitators kept track of the goal discussion
time. Besides, we did not observe any bias or pressure from
the facilitator in the face-to-face sessions.

In these experiments, there was no hierarchy between the
stakeholders, such as a superior-subordinate relationship in
an organization. We attempted to avoid any bias or pressure
in the face-to-face meeting sessions by restricting the role
of the facilitators and by carefully selecting the stakehold-
ers. In fact, we did not observe any biased discussions in
these experiments. The participants were not biased in any
decision power in the discussions, and they could not ob-
serve the preference values of the other stakeholders while
scoring their own preference values. Thus, the ideas of each
stakeholder were precisely noted down, without being influ-
enced by other participants. This led us to conclude that the
diagonal and/or vertical differences in the preference ma-
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(1) different interpretations

(2) different evaluations 
of preference

misunderstanding goals (a)

different evaluation criteria (b)

conflicts of interests (D)

vertical conflicts (B)

diagonal conflicts (D)

knowledge gaps

nature of different interests

Figure 10. Classification of Discordance and its Relationships

trices resulted from a discordance in the stakeholders’ un-
derstanding and interests. The following are the possible
scenarios if some of the participants had a stronger decision
power than the others, i.e., if some of them were biased:

1. A facilitator has the stronger decision power.
Since the facilitator takes the initiative in deciding
goals during the goal-oriented analysis phase, he may
create goals reflecting his intents only. This may cre-
ate goals that do not encompass the intentions or ideas
of the stakeholders. Consequently, the essential goals
to stakeholders may be absent in the constructed goal
graph.

2. A specific stakeholder has the stronger decision power.
The stronger stakeholder may influence the others to
decide on goals that are preferable to him, and may
also pressurize them to assign preference values in his
favor. This will lead to confusion among the stake-
holders. As a result, the discordance will not be de-
tected. In a face-to-face session, the stakeholders can
assign preference values to a goal whenever they de-
sire. While the stronger stakeholder expresses his bi-
ased opinion, the others tend to assign preference val-
ues similar to him, and that causes biased preference
values. The influence of the stronger stakeholder can
be reduced by avoiding the real-time scoring of pref-
erence matrices, e.g., adopting a distributed meeting
style and separating the scoring processes from the
goal-elicitation ones.

To summarize the above discussion, the bias of decision
power among the participants makes discordances impos-
sible to detect. Thus, we must carefully avoid situations
involving biased decision power.

5.3.4 Scaling of Preference Values

In AGORA, we can adopt three-level scaling, (e.g., +1, 0,
−1) for preference values instead of scaling in the range

from −10 to 10. In fact, in order to detect discordances, we
re-scaled the range from −10 to 10 to comprise three lev-
els (negative, zero, and positive); This approach is essen-
tially similar to the three-level scaling. Although the three-
level scaling seemed to be simpler, a stakeholder could not
make up his mind whether to assign a score of +1 or 0
to a particular goal in the case that it was preferable but
at the same time weak. In the case of the preferable sub-
goals being disjunctively connected, i.e., they were derived
from OR-decomposition, a positive preference value in the
range from 1 to 10 could be used to select a sub-goal as
an adopted requirement. The stakeholders could prioritize
the sub-goals having positive preference values and adopt a
sub-goal having the highest preference value. In fact, some
of the participants commented that scaling should have been
more flexible and refined. For example, consider a case in
which the stakeholder has assigned the scores 3 and 2 to the
goals A and B, respectively, and he needs to assign a score
to a new goal C, whose preference value lies between that
of A and B. In this situation, instead of changing the scores
of A or B, he will assign a score of 2.5 to goal C. This is
because a change in the scores of A or B could relatively
affect the score of the other goals. The current version of
AGORA still uses the range from −10 to 10 as a preference
value scale, in order to assess the quality of the elicited goals
[10]. However, it is uncertain whether this scaling technique
of AGORA is suitable for detecting discordances. This is-
sue should be clarified through additional experiments.

6 Related Work

6.1 Cooperative Decision-making Process

From the viewpoint of decision-making processes, re-
quirements elicitation can be regarded as an ill-structured
decision task carried out by a group; this implies that the
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members of the group do not decide on the problems in ad-
vance but locate the problems while carrying out the task.
In addition, a heterogeneous group is structured so as to in-
clude wide variety of statuses in the group, such as social
status, position in the organization, diversity of skills, etc.
This situation poses an element of risk to the members as
it can lead to a biased discussion result. In particular, a
member with a lower status would tend to hesitate about
disclosing his ideas to the other members, and frequently
expresses negative evaluations than he really wants to in re-
sponse to the results [15]. These biased results allow us
to detect discordances in evaluation that are not actual dis-
cordances, i.e., positive false occurrences may be detected.
With regard to the discordances in interpretation, since our
approach adopts the technique of scoring goals to detect
them, it may also result in incorrect detection. Let us as-
sume that among a group for requirements elicitation there
are two stakeholders – a weaker developer and a stronger
customer. The weaker developer may think that his cus-
tomer is not interested in an expensive product, and there-
fore, he may hesitate in assigning higher preference val-
ues to the goals that are expensive to be developed, even
though they are preferable for him. In this case, it would
have been detected as a discordance in evaluation, i.e., con-
flicts of interests. This is not actually so because the de-
veloper, against his preference, deliberately assigned low
score. Some references to contributions in the field of group
dynamics [15] can be useful in order to avoid biased discus-
sions in requirements elicitation.

The adoption of “anonymity” is one of the solutions to
avoid the biases when the heterogeneity of members’ sta-
tus cannot be excluded. Anonymity has been studied in
the field of Group Decision Support Systems (GDSS) [16],
[17], and its empirical investigation had been applied in
software inspection activities [18]. In [18], anonymity is
defined as “an environment in which team participants are
unaware of the identity of other team members and their
actions.” However, according to [15], anonymity could re-
duce group efficiency because it prevents stakeholders from
getting to know one another. Furthermore, our technique
is based on the assumption that stakeholders are mutually
aware of their evaluation criteria so as to evaluate goals with
regard to other stakeholders. Strictly speaking, we adopted
a method wherein stakeholders inserted scores while carry-
ing out tasks, and our experiments were not entirely anony-
mous in nature but had partial anonymity. In fact, in the ex-
periments, each stakeholder was informed that if his score
includes vertical or diagonal conflicts in relation with the
others, his score would be accessible to the others on com-
pletion. In the event that a conflict arises, some amount
of negotiation will be necessary to come to agreements
or to resolve misunderstandings. Although the degree of
anonymity in our approach can be increased, we should

carry out more experiences and analyze the influence of
anonymity on group dynamics and decision power of the
group. The “EasyWinWin” methodology mentioned be-
low also uses a technique to establish anonymity in require-
ments elicitation [19].

6.2 Detection of Conflicts and Misunderstandings

Several approaches can be employed for specifying, de-
tecting and resolving conflicts among stakeholders. One of
the most widely used approaches is WinWin [6], wherein a
stakeholder negotiates with other stakeholders having con-
flicts for trade-offs among their preferences. In this ap-
proach, the preferences are referred to as “win conditions.”
EasyWinWin methodology [7, 19] is a combination of the
groupware and WinWin approach. It comprises the sub-
activities of gathering, elaborating, prioritizing, and ne-
gotiating requirements. Additionally, in order to avoid
the occurrence of discordances in interpretation, EasyWin-
Win includes the “capture a glossary of terms” sub-activity
wherein stakeholders can define and share the meaning of
important terms and words appearing in the requirements
statements. Our approach adopts a scoring technique that
initially focuses on vertical conflicts in preference matrices
in order to systematically find discordances in interpreta-
tions. In addition, stakeholders should attempt to under-
stand other stakeholders’ evaluation criteria so as to grade
their preference values in the matrices. It is useful to pri-
oritize win conditions because it helps stakeholders to un-
derstand the reason that other stakeholders assign a higher
priority to a particular condition. Thus our technique can
support several activities through EasyWinWin.

A tool called QARCC (Quality Attribute Risk and Con-
flict Consultant) provided in the WinWin approach, sys-
tematically provides suggestions to analysts and stakehold-
ers about the possibilities of potential conflicts by using a
knowledge base. In the knowledge base, pairs of conflict-
ing quality attributes, e.g., assurance and performance, are
stored. However, the success of this approach largely de-
pends on the quality of the knowledge base and, in general,
it is difficult to build such a knowledge base. On the other
hand, our approach does not require such a knowledge base
in advance.

Several techniques to detect and resolve conflicts of mul-
tiple requirements have been studied. A tool called CORA
(Conflict-Oriented Requirements Analysis) [20, 21] was
used in order to detect and resolve conflicts resulting from
the requirements of different stakeholders. In CORA, the
requirements are decomposed and structured following the
requirements ontology (which has been constructed in ad-
vance). The potential for a conflict among requirements to
arise can be identified by the structural differences of their
decomposition such as differences in types of constraints
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and constraint parameters. The guidelines of transforma-
tions for re-structuring the decomposed requirements are
provided in order to resolve their conflicts. KAOS [22]
and CREWS-SAVRE [23] also aim at the detection and
resolution of conflicts arising from multiple requirements.
For resolving conflicts, inference rules written in a tempo-
ral logic are used in KAOS and a simulation technique for
event sequences specified in scenario descriptions is used in
CREWS-SAVRE. These approaches deal with the conflicts
arising from multiple requirements and not with require-
ments discordances among stakeholders (misunderstanding
a requirement and conflicts of interests with respect to re-
quirements). In AGORA, “contribution values” can be used
to detect the conflicts and inconsistencies among multiple
requirements; however, this topic is beyond the scope of
this study.

The PRIME-CREWS tool [24] deals with conflicts in the
perceptions of different stakeholders. By using this tool,
each stakeholder attaches his degree of preference to a goal
and/or to a relationship among goals. This tool can detect
the occurrence of conflicts by comparing one’s degree of
preference with that of the other stakeholders. This tech-
nique is similar to our diagonal conflict approach. However,
our approach can deal with discordances in interpretation by
focusing on the vertical conflicts in a preference matrix.

There are several approaches that enable us to model the
conflicts among stakeholders. For example, KAOS [22] has
a concept “agent,” which represents the responsibility to
achieve goals. Similar to that of KAOS, Tropos [25] and
i* [26] also have a concept called “actor” or “agent.” If we
can model actors and their intentions in a goal model, then it
would be possible to identify conflicts among stakeholders
by means of analyzing relationships among agents or actors
on a goal graph. Accordingly, our approach can adopt this
technique to elaborate on the detection of conflicts underly-
ing the relationships among stakeholders.

Conflict resolution in goal-oriented analysis techniques
have been studied [27], [28] and their results can be com-
bined with our approach. The results can be applied to re-
solve the detected conflicts in a goal graph after detecting
conflicts of interests by using our approach. In addition,
AHP (Analytic Hierarchy Process) [29] has been frequently
used for resolving conflicts in decision-making processes,
for example, to prioritize requirements [30]. After detect-
ing conflicts in the stakeholders’ interests, AHP can be ap-
plied to select the requirements by taking into account the
priority degrees calculated by it. In [31], AHP is embed-
ded with i* [26] for prioritizing alternatives, i.e., a set of
OR-decomposed goals to achieve a parent goal.

DDP (Defect Detection and Prevention) [32] is also an
approach for prioritizing requirements from the viewpoint
of the risk of loss of requirements. It includes an analysis
on the impact of failure modes if a requirement is not sat-

isfied by the developed system. DDP estimates the degree
of reduction of the failure modes when an analyst adopts a
technique to mitigate them. This degree can be used to pri-
oritize the requirements and select the necessary ones. Al-
though DDP is applicable for selecting a requirement from
a set of conflicted ones, it does not deal with conflict detec-
tion.

There are several approaches to dealing with issues of
misunderstandings among stakeholders. As discussed in
sections 2 and 5, if each stakeholder interprets goals differ-
ently, they cannot mutually understand others’ goals. Thus,
we have to support stakeholders to have shared interpreta-
tions. Some formal methods such as Formal Tropos [33]
are useful in attaining this end since the descriptions writ-
ten in a formal language contain rigorous and unambiguous
semantics that leave no rooms for differing interpretations.
Some formal methods and their supporting tools can simu-
late or animate the behavior of a system.

Another approach, although not so rigorous, is based
on a domain-specific glossary dictionary or thesaurus [34],
[35]. By using these, stakeholders can share domain-
specific knowledge for understanding requirements. The
usage of multimedia artifacts can also enable mutual under-
standings among the stakeholders. For example, PRIME-
CREWS [24], a goal-oriented analysis method, enables
stakeholders to attach video recordings of stakeholders’ ac-
tivities to their goals. The hyper-minutes system can tran-
scribe the stakeholders’ utterances and link them to a part of
a requirements document by using the hyper text technique
[36].

7 Conclusion

In this paper, we have proposed a technique to detect re-
quirements discordances among stakeholders by using pref-
erence matrices in AGORA. We assumed that this tech-
nique could detect two types of discordances, namely, dis-
cordances in evaluation and discordances in interpretation.
We also assumed that such discordances were reflected in
both vertical and diagonal conflicts in a preference matrix
of a goal.

This technique was applied into three experiments in or-
der to confirm the following two hypotheses: (1) preference
matrices in AGORA can be used to detect requirements dis-
cordances, (2) instances of discordance can be classified
with respect to the differences in interpretation and evalua-
tion. Discordances were detected by referring to the vertical
and diagonal conflicts, both of which were structural char-
acteristics of a preference matrix. Discordances in interpre-
tation were detected by vertical conflicts, and discordances
in evaluation were detected by both vertical and diagonal
conflicts. We also found that discordances could not be ac-
curately detected by using this technique if the stakeholders
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did not clearly understand the meaning of preference val-
ues. Our classification for discordances seemed to be sound;
discordances in evaluation can be further divided into two
categories: different evaluation criteria and conflicts of in-
terests.

In the next step, we have to clarify how to resolve these
requirements discordances. A promising solution for dis-
cordances in evaluation is the EasyWinWin methodology
[19] because it allows stakeholders to compromise on their
requirements. The goal-oriented methods essentially con-
tribute in reducing misunderstandings about goals since
goal hierarchy provides contexts for understanding each
goal. In general, goals at the top level in a goal hierarchy
are easily misunderstood because the contents of these goals
are extremely abstract; further, they do not have enough
sub-goals that can provide contexts in the initial phase of
a requirements-analysis. Therefore, stakeholders have to
locate misunderstandings by the use of preference matri-
ces and decompose the misunderstood goals until they can
mutually understand the goals with each other. Recording
and managing the evaluation criteria of each stakeholder
can mitigate the discordances in evaluation. These records
will also contribute to a consistent evaluation of each stake-
holder.

The application of AGORA and its supporting tool(s)
will be extended to solve the requirements discordances
mentioned above, and they can be used synchronously and
asynchronously over the Internet, which allows for interop-
erability with tools for other development phases such as
design and implementation tools.
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